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ABSTRACT

Distributed simulation represents an attractive and smart way of improving the verification speed of large VLSI circuits. Unfortunately, this inexpensive approach suffers from the low performance of the communication networks used to connect local workstations. In this paper, we present a partitioning algorithm that attempts to find a suitable balance between the communication and the execution load in a distributed simulator to enhance its speedup. The main features of this method are the use of logic replication to reduce the communication overhead and a realistic cost function that takes into account the activity of signals. Signals’ activity can be obtained through a probabilistic evaluation. A distributed simulator implementing a conservative synchronization method has been used to measure the efficiency of this algorithm.

1 INTRODUCTION

Today, the verification of a complex VLSI may represent the major part of the development time of the circuit. In this process, the logic simulation is certainly the tool the most often invoked. Simulation is called whenever it is necessary to check that, at a certain level, a description continues to fit within the initial specifications. According to designers, near 50% of the development time is spent in logic simulation. Therefore, improving the simulation speed may result in a significant profit regarding the time-to-market constraint.

Distributed simulation seems to be an appropriated answer to make the verification of such high complexity circuits be faster. Several processors are used to perform the simulation of a single system. In this approach, which exceeds the technical bounds of a single machine, a great amount of memory, disk space and other computational resources are provided to enhance the simulation.

The efficiency of a distributed simulation can be measured using a speedup value. The speedup is the ratio of the time spent in achieving some process using a standard program by the time required by an enhanced program. In distributed simulation, the speedup depends on 4 main parameters: (1) the intrinsic parallelism of the system, (2) the number of systems involved in the simulation process, (3) the simulator’s synchronization strategy and (4) the efficiency of the partitioning method.

Several works have already been driven in the field of parallel logic simulation (a detailed overview is given in Meister 1993 and in Bailey et al. 1994) but no general method has been found which gives reasonable speedup under general conditions. All previous works deal with specific techniques that are promising for some synchronizing strategies and disappointing for others (Bailey 1992; Matsumoto and Taki 1992; Soulé 1992).

The main method used in logic simulation is the event-driven trace-selective approach where events are associated with a transition of a signal. In this method, a signal is re-evaluated each time an event occurs on, at least, one of its inputs. In addition to the simulation method, in a distributed simulator, different sub-simulators have to be synchronized among each other to maintain the global coherence of the system. Most of the researches carried out in this domain concern this last issue.
The main synchronization strategies for distributed event-driven simulation are the conservative (Misra 1986) and the optimistic approaches (Jefferson and Sowizral 1984). Briefly, the first one avoids out-of-order execution of events by waiting for messages that maintain the global simulator in a coherent state. The second class risks sequencing errors by processing events as soon as possible. In case of erroneous computation, the state of the simulated system is rolled back to a former state to correct the order of events. This requires that the state of sub-simulators being periodically saved. There exists a variety of combinations of these basic strategies.

Partitioning is used to split a complex design into multiple smaller blocks. Making the partition, some important topics have to be considered: respect of a certain balance between the different blocks in terms of execution and reduction of the communication through the network.

Finding an optimal partition for a given circuit is a tricky task due to the NP-completeness of the problem (Johnson and Garey 1979). Thus, heuristics must be applied. A large number of algorithms has been proposed. Four different classes can be pointed out: move-based methods, combinatorial formulations, geometric representations and clustering approaches (Alpert and Khang 1995). In VLSI tools, the move-based algorithms are the most commonly used.

In this paper, we present a partitioning algorithm that belongs to the move-based approaches’ class. We propose an improvement of the basic Fiduccia and Mattheyses (Mattheyses and Fiduccia 1982) algorithm by calling logic replication to exchange communication load against execution. Also, the concept of signal activity has been introduced to build a more realistic cost function for the event-driven simulation method.

The next section gives a brief description of the original algorithm proposed by Fiduccia and Mattheyses. Section 3 presents the logic replication method. The concept of signal activity and the cost function is depicted in section 4. Sections 5 and 6 describe the distributed simulator used to measure the efficiency of the proposed method as well as some results on a set of benchmark circuits. In section 7, a conclusion is given and future works are put in perspective.

2 MOVE BASED PARTITIONING METHODS

Logic partitioning is a common task in digital circuit design. It helps designers to apply the divide-and-conquer technique to decrease the complexity of problems. Many of the researches, in this domain, address the problem of partitioning for applications other than logic simulation: place & root, testability, system prototyping, etc.

Despite the diversity of the domains where the partitioning is applied, it is possible to give a unique formulation for this problem. A VLSI circuit may be represented by a hyper-graph \( H(V,E) \). \( V = \{v_1, v_2, \ldots, v_n\} \) is a set of \( n \) vertices representing the internal nodes (containing a Boolean function) and \( E = \{e_1, e_2, \ldots, e_m\} \) a set of \( m \) hyper-edges representing the internal signals that connect the nodes. The partitioning problem consists in defining \( k \) subsets - or blocs - \( V_1, V_2, \ldots, V_k \) of \( V \) such as:

\[
\bigcup_{i=1}^{k} V_i = V \text{ and } \bigcup_{i=1}^{k} (V_i \cap V_j) = \emptyset \quad \forall j \neq i
\]

The aim is to reach an optimized partition for some specific application. As it is unreasonable to run the application for each intermediate solution, a cost function is defined to give a simplified model of the target application. The cost function is supposed to have a behavior as close as possible to the target application. The cost function traditionally used to measure the quality of a partition is the cutsize. It represents the number of signals that cross the partition.

The move-based algorithms belong to the class of iterative improvement techniques. These algorithms start with an initial partition. Then, local changes are applied to get into a better partition. The efficiency of the solution is then measured and the procedure of local changes is repeated as long as an improvement is possible.
An improvement of the K-L algorithm which reduces the time complexity to $O(n)$ (where $n$ is the number of vertices in the graph) was proposed by Fiduccia and Mattheyses (Mattheyses and Fiduccia 1982). In this algorithm, only one vertex is moved in a single move that allows the handling of unbalanced partitions. The concept of cutsize is extended to hyper-graphs and a well suited data structure is defined to make a fast selection of the vertices to be moved. As in K-L algorithm, a vertex is locked when it is tentatively moved. When no further move is possible, only those vertices that result in the best cutsize are effectively moved.

### 3 REPLIATION PARTITIONING

A vertex replication technique has been proposed by Kring and Newton (Newton and Kring 1991) for circuit partitioning applied to mapping on FPGAs. It can substantially reduce the cutsize by allowing some vertices to be replicated in two or more partitions. Figure 1-a shows the partition of a circuit without vertex replication. However, when the node $v$ is replicated, as in Figure 1-b, the cutsize is reduced. When a node is replicated, it is present in both sub-circuits and its outputs do not contribute to the cutsize.

Once a node has been replicated, it tends to remain so and nets connected to it remain in both sub-circuits. This may reduce the possibility of further improvements of the partition. For this reason, the number of replicated nodes must be limited to achieve an optimal partition. Table 1 shows the results obtained on a set of sequential circuits from ISCAS89 where the number of replicated nodes has been limited to 5%. Net cutsize reduction is the cutsize obtained from the application of node replication algorithm compared to the cutsize resulted from the classical F-M partition. The node replication is the percentage of the replicated nodes to the total number of nodes. The table shows clearly that node replication can significantly reduce the cutsize without increasing the size of the initial circuit.

#### Table 1: Improvement of the cutsize by K-N

<table>
<thead>
<tr>
<th>circuit</th>
<th>cutsize by FM</th>
<th>cutsize by KN</th>
<th>cutsize reduction</th>
<th>node replication</th>
</tr>
</thead>
<tbody>
<tr>
<td>s5378</td>
<td>94</td>
<td>59</td>
<td>37.2%</td>
<td>4.3%</td>
</tr>
<tr>
<td>s9234</td>
<td>56</td>
<td>41</td>
<td>26.8%</td>
<td>4.4%</td>
</tr>
<tr>
<td>s13207</td>
<td>75</td>
<td>49</td>
<td>34.7%</td>
<td>4.3%</td>
</tr>
<tr>
<td>s15850</td>
<td>87</td>
<td>48</td>
<td>44.8%</td>
<td>4.2%</td>
</tr>
<tr>
<td>s35932</td>
<td>128</td>
<td>97</td>
<td>24.2%</td>
<td>3.1%</td>
</tr>
<tr>
<td>s38584</td>
<td>81</td>
<td>49</td>
<td>39.5%</td>
<td>3.3%</td>
</tr>
<tr>
<td>s38417</td>
<td>144</td>
<td>38</td>
<td>73.6%</td>
<td>4.3%</td>
</tr>
</tbody>
</table>

### 4 IMPROVEMENT OF THE BASIC ALGORITHM

As mentioned in the above sections, the original K-L algorithm as well as the F-M and the K-N methods define a cost function based on the number of signals that cross the partition. However, in a distributed simulation, the cutsize does not give a realistic representation of the simulation method. In particular, the execution load is not taken into account. Moreover, in K-N, to reduce the cutsize through the node replication, a maximum number of replicated nodes must be settled. Therefore, an inappropriate replication rate may lead to a sub-optimal simulation speed.

#### 4.1 The cost function

In the node replication method, finding out the optimal value for replication rate may be hazardous. Moreover, replicated nodes increase the
execution load of the simulation. In this method, the cost function has been defined to minimize the communication load and would be:

$$\sum_i ||c_i||$$

Where $c_i$ is a signal crossing the cut and $||c_i||$ the number of blocks that read the signal $c_i$.

Actually, the key point underlying the replication method, is to obtain a smaller communication load by increasing the execution load. Knowing that sending a message over the network requires much more time than an execution, we propose a function that attempt to reduce the global load of a simulation: the execution and the communication load. For a conservative distributed simulation, the following cost function seems to be convenient:

$$\text{Max}_{k} \left( \sum_{i} F_{\text{out}}(x_i) + Rce \sum_{j} ||c_j|| \right)$$

$F_{\text{out}}(n)$ is the fanout of a node $n$. $x_i$ are the internal nodes of a block and $c_j$ are the hyper-edges that cross the cut. $Rce$ is the ratio of the time required for one message to be transmitted from one block to another by the time needed for the execution of one node. To ensure that the partition is well balanced in terms of events’ execution, our partitioning algorithm has to fit into the following constraint:

$$\text{Min}_\text{Bound} \leq (\sum_{x_i \in V_k} F_{\text{out}}(x_i)) \leq \text{Max}_\text{Bound}$$

The proposed algorithm is based on the K-N partitioning algorithm but uses a more realistic cost function. However, in the above function and constraint all signals have the same weight. In fact, all the signals do not generate the same number of messages on the interface of the partitions. Communications due to “silent” signals are not as important as the messages generated by “active” signals. Yet, a more appropriate cost function, that exploits the concept of signal’s activity, is conceivable.

### 4.2 Signals’ activity calculation

These recent years, a great interest has been given to the concept of signal’s activity, in VLSI design. The most important application of this concept is certainly in the evaluation of the power consumption. In a CMOS digital circuit, the most part of the power consumption is due to the transitions of signals. Therefore, knowing the mean number of transitions of signals per second - or the transition density - it is possible the estimate of power consumption.

Number of researches have been initiated in this domain. Basically, there are two classes of methods to evaluate the transition density. Statistical approaches use logic simulation and count the number of transitions during the simulation of a long sequence of patterns. Probabilistic methods try to calculate the transition density of signals through a single-pass symbolic simulation, given the probability and the transition density of the circuit’s inputs.

The main problem, in the second class is the correlation between signals which can impair the probability calculation. We have developed a method based on symbolic simulation to detect potential sources of correlation. For each node, statistically independent inputs are identified and the Boolean expression of the node is expanded to these signals. Then, the transition density of signals is calculated in a second pass. The method of calculation is detailed in Dunoyer et al. 1995 and 1996. Briefly, the calculation uses the concept of Boolean difference and computes the transition density of a signal from the transition density and the probability of its inputs (Najm 1991):

$$D(s) = \sum_j D(e_j)P(\frac{\partial s}{\partial e_j})$$

Where $s$ is the output signal of the node, $D(s)$ is the transition density of the signal $s$, $e_j$ is an input of $s$, $\frac{\partial s}{\partial e_j}$ is the Boolean difference of $s$ in regard of $e_j$ and $P(F)$ the probability of the Boolean function $F$ to take the value one.

However, in the partitioning problem, unlike the power evaluation tools, the activity of a signal is not directly related to its transition density. In a distributed event-driven simulator, the value of a signal is re-evaluated whenever, at least, one of its
direct inputs has received an event or a transition. Thus, we propose a proper definition of the concept of **activity** of a signal, well suited to the partitioning problem. For a node $i$ the activity is defined as:

$$A_i = \sum_j D(e_{ij})$$

Where $e_{ij}$ is a direct input of the node $i$ and $D(x)$ is the transition density of a signal $x$.

Using the concept of signal's activity the proposed cost function becomes:

$$\max_k \left( \sum_i A(x_i) \right) + R_{ce} \sum_j A(c_j) \| c_j \|

and the constraint:

$$\min_{\text{Bound}} \leq \left( E_k = \sum_{x_i \in V_k} A(x_i) \right) \leq \max_{\text{Bound}}$$

### 5 Simulation Environment

A distributed simulation tool has been developed to measure the efficiency of the proposed algorithm. It has been built upon an already existing set of CAD tools called Alliance (Greiner and Pêcheux 1993) and developed at University of Paris VI. The distributed simulator is derived from the Alliance's sequential event-driven simulation tool which supports a subset of VHDL. This simulator has been used as a reference to check the correctness of the results and to compare the performance of the prototype distributed simulator.

The distributed simulator comprises two main parts: a central task and several sub-simulators. The central task reads the hierarchical description of the circuit, produced by the partitioning tool. Each bloc is distributed to one simulation task and the communications between sub-simulators are defined. The simulation process can start once the test pattern file is loaded. The simulator implements a conservative synchronization strategy. Using this technique, deadlocks may appear because of cyclic dependencies. This is solved by sending Null messages as proposed by Chandy and Misra (Chandy and Misra 1981).

### 6 Results

This section presents some results using the proposed partitioning technique. The platform was a network of Sun ULTRA SPARC 1 connected through an Ethernet 10Mbits/sec. A maximum of 8 machines with equivalent computing performance were involved. The experiments were performed using the sequential logic circuits from the ISCAS89 benchmark suite. Since the exact function of these circuits is not known, random test patterns have been applied during 1000 clock cycles.

To measure the speedup, the time spent in sequential simulator was compared to the time required by the distributed simulation. In theory, a speedup of $n$ is expected for a distributed simulator running on $n$ processors. However, this theoretical value is never reached because of the communication overhead. This overhead depends on many parameters: the test patterns, the circuit, the partition, the synchronization strategy and the network's load.

Table 2 shows the gain of speedup on two machines using the proposed partitioning method. It should be noted that the results presented in this section take only into account the simulation time excluding the partitioning and the initialization time.

### 7 Conclusion and Future Works

A new partitioning method based on a realistic cost function has been investigated. A reasonable speedup for a distributed simulator can be reached. The experiments show that a certain gain may be
obtained over the conventional partitioning even with a conservative synchronization method. This algorithm is able to reduce significantly the amount of messages on the network, but the speedup remains smaller than what would be expected. The difference can be explained by: (1) the usage of heuristics that may fall into local minima, (2) the overhead introduced by the synchronization and (3) the network's load.

Future works will focus on implementing other synchronization strategies such as Time Warp to study the relationship between synchronization and partitioning and its impact on the speedup. Also, the simulator will be implemented on a high performance distributed computer, based on several workstations connected through a 1 Gbyte/sec network.
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